Faktorova analyza jako zndma neznama
(aneb metoda hlavnich komponent
a varimax nejsou vZdy idedlni postup)

PETR SOUKUP*
Fakulta socidlnich véd, Univerzita Karlova, Praha

Factor Analysis as a Known Unknown - Principal Component Analysis
with a Varimax Rotation Is Not Always the Ideal Approach

Abstract: This article seeks to show that, although factor analysis (mostly
in its exploratory version) is a method frequently applied by social-science
researchers (it is often also discussed in basic data analysis textbooks), on-
ly a very basic version of it is used, with settings that are far from optimal.
However, what settings are used can have major implications, primarily in
the form of conceptual problems, where the exploratory version is often used
instead of the confirmatory version. Other settings used can also have an im-
pact on the results. These are mainly partial options, which are used mainly
in the exploratory version, in particular the choice of the correct correlation
coefficients, the choice of method for the initial extraction of factors, the choice
of the rotation method and the choice of the number of factors with which we
want to work in the exploratory version. The text discusses the algorithms for
ordinal variables, and the possibility of determining the number of factors
through parallel analysis or MAP. The practical example discusses the advan-
tages of the oblique rotation of factors. The article seeks to highlight good
practices that best reflect the current state of the art of quantitative methodol-
ogy and statistics. In addition to the general guidelines, the article contains
practical advice about software and recommends a procedural schema for us-
ing factor analysis.
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Faktorova analyza je jednou z technik, které umoziiuji pracovat s nepfimo méte-
nymi proménnymi, jejichZ vyskyt je v socidlnich védach pomérné casty (nejvi-
ce v psychologii, pedagogice, ale ¥idké uziti neni ani v sociologii ¢i politologii).
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Zakladnim smyslem uzivani faktorové analyzy z datové analytického pohledu
je ndhrada mnoha méfenych proménnych indikatorti nékolika mélo faktory
(miniméIné jednim), odtud prameni nézev techniky. Formalné matematicky jde
o soubor ptistupti z oblasti vicerozmérné statistiky, ktery neni jednoduchy (ru¢ni
vypocet vétsinou nepfichdzi diky iteraénim postuptim do tvahy), nadto i v po-
slednich letech dochédzi k pomérné boutlivému rozvoji této techniky (zejména
jde o rozvoj novych odhadovacich algoritmti a softwaru). BéZné pouzivany ko-
mercéni software vSak tyto novinky pfili$ nereflektuje a vyzkumnici tak pouzivaji
star$i postupy, které jsou z dnesntho pohledu jiz pfezité. Cilem tohoto textu je
na nov¢jsi postupy poukdazat a popsat ty z nich, které jsou v soucasné literatuie
preferovany.

Text se snazi poukdzat na postupy vhodné pro ordindlni data, popisuje téz
rtzné odhadovaci techniky a jejich pouziti. V zavéru se pak zaméfuje i na speci-
fické problémy exploraéni faktorové analyzy; uréeni poctu faktort a jejich rotaci.

Pred samotnym predstavenim jednotlivych komplikovanéjSich postupti
a jejich rozborem se kratce zaméfime na stru¢né pfedstaveni techniky samotné,
tj. faktorové analyzy. Ctenéf, ktery ma hlubsi znalosti, mtize nasledujici pasaz
vynechat.

Jako prvni musime odlisit exploracni (pfevazné uzivanou) a konfirmacni (za-
tim stdle mélo uzivanou) faktorovou analjzu.! Historicky starsi model explora¢-
ni faktorové analyzy (déle téZ jen , EFA”?) vznikl v psychologii, aby na zakladé
jednotlivych manifestnich (pfimo méfenych) indikdtort (proménnych, ptivodné
testovych polozek v testech inteligence) bylo mozné dovodit latentni (skrytou)
proménnou (faktor), kterd zptisobuje ziskané hodnoty jednotlivych manifestnich
indikatort.® Z pohledu statistiky je faktorova analyza technika, kdy latentni pro-
ménna (ta neni v naSich datech) je nezavisle proménnou a sada jednotlivych ma-
nifestnich (jsou v nasich datech) proménnych je sadou zdvisle proménnych (srov.
dale Obrazek 1). Fakticky jde tedy o sadu regresnich analyz. Tyto zavisle pro-
ménné jsou vysvétlovany latentni proménnou (faktorem), jinymi slovy faktor ze-
jména vysvétluje vztahy mezi manifestnimi proménnymi a ukazuje, co maji spo-
le¢né (napiiklad polozky urcitého testu/dotazniku méfi dohromady inteligenci,
depresivitu, proenvironmentdlni chovani apod.). Explora¢ni model faktorové
analyzy se snazi na zakladé ziskanych manifestnich proménnych dovodit, zda
za nimi existuje jeden ¢i vice faktorti. Na zdkladé nasich dat skrze prozkoumd-
ni (exploraci) tak Ize nabyt pfesvédceni, Ze mtzeme piipustit existenci urcitych

! Samoziejmé se zde lisi jednotlivé discipliny. Zejména v psychologii je uZivani konfirmac-
ni faktorové analyzy pomérné casté, v jinych socidlnich védach tomu tak neni. Je to jisté
Skoda a snad i tento text pfispéje k rozsifeni uzivanosti této techniky.

2 EFA = Exploratory Factor Analysis.

* Vice se lze do¢ist napiiklad v knihach Blahuse [1985], Urbanka [2000], prakticky postup
je v ucebnici Rabusice, Soukupa a Marese [2019: kapitola 15].
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faktorti v pozadi. Z pohledu teorie a metodologie védy slouzi exploracni faktorovd
analyza k vytvotent teorie, resp. hypotéz o urcitych vztazich mezi proménnymi, resp.
o existenci faktoru/faktorti v pozadi.

Druhou, mladsi verzi faktorové analyzy je konfirmacni faktorovd analyza (dale
téZ jen ,,CFA"*). Zde se nepokousime naSe data prozkoumdvat, ale vychdzime
z jiZz danych teorii, resp. hypotéz. A tyto hypotézy o vzdjemné struktuve promeén-
nijch a existenci faktoru/faktorii, zpravidla oznacované jako model, ovéfujeme (kon-
firmujeme). Vysledkem tak miiZze byt zamitnuti nebo nezamitnuti nasi modelové
predstavy. Z tohoto popisu je zfejmé zcela jiné nacasovani pro uziti obou rezimt
faktorové analyzy ve vyzkumu. Pokud se omezime na proces vyvoje a ovéfovani
skal (velice Casty zejména v pedagogice a psychologii, méné casty v sociologii),
pak explora¢ni faktorovd analyza mé své misto na pocatku, aby ndm naznacila
moznou faktorovu strukturu (tj. existenci skdly). Konfirmacni faktorova analy-
za pak ma své misto pro ovéfeni této struktury a pfipadné muze ukdzat, zda
skala vyvinuta v jedné zemi (skupiné) je pouzitelnd i v jiné. Ostatné dost casto
toto odliSeni vyzkumnici nerespektuji a pouZivaji pro vSechny situace explorac¢ni
faktorovou analyzu. Ta je ale zna¢né subjektivni a umozniuje tak ,prokazat” té-
méf cokoli. Zavérem k zdkladnimu pfedstaveni EFA, resp. CFA uvedme, Ze oba
pristupy vznikly ptivodné jako procedury pro kardindlni manifestni proménné
(vychézi se z korelaci mezi proménnymi dle Pearsona). Také faktor/faktory ma/
maji dle modelu faktorové analyzy charakter kardindlni proménné (tato promeén-
né puvodné sice neni v datech, ale na zdkladé EFA ¢i CFA lze ulozit jeji odhad,
ktery oznacujeme jako faktorové skére). S ohledem na skute¢nost, Ze socidlnévéd-
ni data ¢asto nemajf kardinalni charakter (nej¢astéji budou ordindlni), zacaly byt
vyvijeny i postupy faktorové analyzy (EFA i CFA) pro ordindlni ¢i dichotomicka
data. Nutno podotknout, Ze ne vsechen software tyto postupy obsahuje. Budeme

2 Mz

se tomu vice vénovat v samostatné ¢asti 3.

Pro tdplnost ilustrujme rozdil mezi explora¢ni a konfirmacéni faktorovou
analyzou jednoduchym Obrdzkem 1 (tzv. diagrafem).®

Na obrazku jsou vzdy ¢tyfi manifestni proménné (v obdélnicich, znacené
I1-14) a dva faktory (znacené jako F1, resp. F2). Levy panel Obrazku 1 ukazuje ex-
ploraéni rezim, kdy se ocekdvd, Ze mohou existovat vazby mezi vSemi manifest-

* CFA = Confirmatory Factor Analysis.

° Vyraz je v uvozovkach, protoZze samoziejmé exploraéni technika neumoznuje prokdzat
nic.

¢ Pouzity obrazek je zna¢né zjednoduseny, ma jen ¢tyfi manifestni proménné. V praxi tak
jednoduchy model zpravidla nevyuZijeme, jak z vécnych divodd, tak z divodu statistic-
kych. Detailni vyklad pfesahuje moZnosti tohoto ¢lanku, 1ze opét odkazat na literaturu
uvedenou na pocatku. Zde jen dopliime, Ze je vhodné pouZivat pro kazdy faktor mini-
malné tfi manifestni proménné, a ne pouze dvé, jak je zobrazeno na zjednoduseném Ob-
razku 1.
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Obrazek 1. Schematické zachyceni exploraéni a konfirmacni faktorové analyzy

EXPLORACNI KONFIRMACNI

nimi proménnymi a vSemi faktory. Pfipomernime, Ze hodnotam téchto vazeb fika-
me faktorové zatéZe ¢i faktorové naboje. Pravé z hodnot téchto z4téZi usuzujeme
na interpretaci vyznamu faktort. Mohli bychom naptiklad zjistit (neni zobrazeno
v Obrazku 1), Ze diky silné vazbé I1 a I2 k prvnimu faktoru a obdobné silné vazbé
I3 a I4 ke druhému faktoru maji polozky I1, 12, resp. I3, 14 néco spolecného a tento
spole¢ny rys bychom mohli pojmenovat (interpretovat).

U CFA (pravy panel) je zdkladni situace jind. Nic neprozkoumdavame’ ani
se nepokousime interpretovat. Dopfedu formulujeme model (napiiklad na za-
kladé dfivéjstho vyzkumu a provedené EFA) a tento model jasné fikd, Ze prvni
faktor je tvofen I1 a 12, zatimco druhy je tvofen I3 a 14 (prvnim faktorem mtize
byt napfiklad matematickd gramotnost, méfend dvéma testovymi polozkami I1
a 12, a druhym gramotnost fyzikalni, méfena polozkami I3 a I4). Nadto model
CFA na Obrazku 1 predpoklddd, Ze nase faktory (napf. matematicka a fyzikalni
gramotnost) jsou vzajemné provazany (srov. obousmérnou Sipku mezi faktory).

Po tomto struéném vykladu zdkladnich pojmt a koncepci miizeme pied-
stavit dale probirand témata. Cilem textu je pojednat moznosti EFA a CFA, které
by mél socidlnévédni vyzkumnik znat pro pouZzivani téchto technik v souladu se
soudobymi poznatky. Jednotlivé ¢asti textu formulujeme pracovné jako odpoveédi
na otazky:

1. Musim vZzdy uZit faktorovou analyzu, resp. baterii otdzek?
2. Mohu skrze EFA néco prokazat, otestovat, ovétit? A mohu pro stejna data pou-
zit EFA i CFA, tj. mohu na stejnych datech nejdfive vytvofit teorii a poté ji ovérit?
3. Jak nalozit s EFA ¢i CFA pro data, ktera nejsou kardinalni?

7 Pro tplnost dodejme, Ze i zde existuje jistd moznost prozkoumavani a tiprav (zejména
skrze modifikaéni indexy a rezidua), nicméné témito postupy se jiZ vykro¢i z Cisté konfir-
macniho ramce.

458



Stati

4. Je pro stanoveni poctu faktorti idedlni Kaiserovo pravidlo, pfipadné Catteltav
sutovy graf (scree plot)?
5. Jaké jsou vhodné postupy pro prvotni feseni a pro rotované feseni v rdmci EFA?

Pfi rozboru vétsiny otdzek ¢asto vystacime se slovnimi vyjadfenimi, nicméné pro
otazky 3-5 vyuzijeme i vypocetni ilustrace, aby doslo k jasné ukédzce problémf,
které ptisobi, kdyz nedodrzime postupy doporucované v soudobé literatufe.
Mnohé odpovédi na otdzky 1-3 jiz naznacily dvodni vyklady, zde bude tedy roz-
bor velice stru¢ny.

Nez pfikro¢ime k odpovédim na vySe uvedené otazky, budeme prezento-
vat mensi vyzkumnou sondu. Tato sonda ukéze, jak se redlné uplatiiuji postupy
v rdmci exploracni a konfirmacni faktorové analyzy v publikovanych empiric-
kych statich. Vyzkumna sonda byla zamétena na dva predni ceské asopisy: Ces-
koslovenskou psychologii a Sociologickyj casopis / Czech Sociological Review (déle jen
Sociologicky ¢asopis). S ohledem na vysledky obsahovych analyz téchto dvou
Casopist provedenych Soukupem [2019] byly v Sociologickém ¢asopise hledany
aplikace explorac¢ni faktorové analyzy a v Ceskoslovenské psychologii aplikace
konfirmaé¢ni faktorové analyzy. JiZ tento rozdil mZe byt zardZejici, tj. sociologové
témeéf vyhradné uzivaji exploraéni model®, psychologové konfirmacni. Bylo nale-
zeno poslednich pét pouziti téchto technik v obou ¢asopisech (stav k roku 2019),
s ohledem na mnohem c¢asté&jsi uzivani faktorové analyzy psychology pochazeji
aplikace z poslednich let (2016-2019), v piipadé Sociologického ¢asopisu pak bylo
tfeba jit zpétné az k roku 2008. Kategorie, které byly sledovany u explora¢ni verze
faktorové analyzy, byly nasledujici: pouzité stupnice vstupnich proménnych, kri-
térium pro stanoveni poctu faktorti, pouzitd odhadovaci technika pro prvotni fe-
Seni a pouzitd rotace. V pfipadé konfirmacni faktorové analyzy $lo o analogické
kategorie samozfejmé prizplisobené této technice, konkrétné: pouzité stupnice
vstupnich proménnych, typ pouzité korelace pro vypocet, pouzitd odhadovaci
technika a zdtvodnéni modelu (provazanost faktorti a ¢asto téZ pro vazby mezi
chybovymi slozkami).

Nasledujici dvé tabulky (Tabulka 1 a 2) souhrnné popisuji vysledek obsaho-
vé analyzy ¢lankt dle uvedenych kategorii, v dal$im textu je pak na tyto vysled-
ky opakované odkazovano.

Ad 1) Musim vzdy uzit faktorovou analyzu, resp. baterii otazek?

Obcas se diskutuje o tom, Ze zejména explorac¢ni faktorovd analyza je naduzivand
a dotazniky jsou nesmirné dlouhé, protoZe obsahuji nekone¢né baterie otdzek
(nejsou vyjimkou ani dotazniky o 400 polozkach). V mnoha pfipadech totiz pa-
nuje presvédceni, Ze musime za kazdou cenu pouzit baterii otdzek v dotazniku

8 Navic v poslednich letech tyto analyzy jako vysledky nepublikuji ve statich.
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Tabulka 1. P¥iklady uZiti exploraéni faktorové analyzy na strankach

Sociologického ¢asopisu a popis pouzivanych postupi

Rok Autor Technika Technika Zdtvodnéni Dalsi uplatnéné
publikace extrakce  rotace poctu faktort postupy
2008 Hamplova  PCA varimax  pocet faktori potlacovani
nezdtivodnén zatézi
2009 Vrablikova  PCA oblimin pocet faktort bindrni polozky
nezdtvodnén
2011 Luthar, PA oblimin pocet faktorti ¢aste¢né zdtivodnén,
Koprivnik neuzito zddného kritéria
2011 Bernard PCA varimax  pocet faktorii nezdtivodnén
2012 Vidovicova, PCA varimax  pocet faktort potlacovani
Petrova nezduvodnén z4atézi, ordi-
Kafkova nalni stupnice

proménnych

Pozndmka: PCA — Principal Component Analysis; PA — Principal Axis Analysis.

Tabulka 2. P¥iklady uziti konfirmaéni faktorové analyzy na strankach

Ceskoslovenské psychologie a popis pouZivanych postupit

Rok Autor Odhadovaci  Typ korelaci ~ Stupnice
publikace technika proménnych
(software)
2016 Miklosovd, Makulajovd, neuvedeno neuvedeno  dichotomické
Jakubek polozky
(SW AMOS)
2017 Gocet Tekin neuvedeno neuvedeno  4bodové stupnice
(SW AMOS)
2018 Tisanska, KoZzeny WLSMV polychor 1-5bodové
stupnice (Mplus)
2019 Koverova neuvedeno  neuvedeno  5bodové stupnice
(SW AMOS)
2019 Boberova, Ropovik, WLSMV polychor 4bodové stupnice
Kolar¢ik, Madarasova (R-lavaan)

Geckovd, Paakkari

Pozndmka: WLSMV — Weighted Least Square Mean and Variance Adjusted.
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pro zjistovani fenoménd, které sledujeme. Poté, co takovou baterii disponujeme,
mame uzit faktorovou analyzu, abychom ovéfovali, Ze nase baterie méff nas fe-
nomén (vice v rozboru otdzky ¢. 2). Problémem nejsou jen dotazniky pIné baterii
otazek, ale ¢asto bezhlavé prejimani téchto baterii bez ovéfeni, idedlné provede-
ného skrze CFA. Problémem byva téZ nasledné zpracovavani skrze nékolik explo-
ra¢nich faktorovych analyz, asto bez dalsich analytickych postupt. Nyni je t¥eba
nalézt odpovéd na prvni poloZenou otdzku. Uvedme, Ze je krajné nevhodné, aby-
chom uzivali bez dal$tho ndmi ad hoc vytvofenych baterif otdzek, stejné tak bez
dalstho pfejimali nevyzkousené néstroje ze zahraniéi. Pokud vymyslime vlastni
baterii a nepouZijeme standardni postupy znamé z psychometriky, resp. eduko-
metrie, je téméf jisté, Ze ndmi vytvoreny ndstroj bude Spatny. Nepomtize mu ani
nésledné provedend explora¢ni faktorova analyza (jeji spravné misto v procesu
vyvoje 8kdl jsme popsali na pocatku ¢lanku, detailné je popisuje napt. DeVellis
[2003: 133-135]). Obdobné nevhodné je pfelozit zahrani¢ni baterii a slepé doufat,
Ze bude v nasich pomérech fungovat stejné jako v zahrani¢i. Vyvoj nové baterie
(8kaly), p¥ipadné jeji ndrodni adaptace, je sloZity proces a zabere v lepSim pii-
padé nékolik mésicti. V mnoha situacich je proto vhodné, pokud potfebujeme
rychle zjistovat néjaky fenomén, vytvofit pouze jednu otazku (¢i sadu nesouvise-
jicich otdzek), u které (kterych) ndm je pomérné jasné, co méfi. Ziskdme sice na-
stroj, jehoz validita a reliabilita nejsou nijak vysoké’, ale bude to postup pomérné
rychly, nadto i pro analytické zpracovani jednoduchy. Samozfejmé si uvédomu-
jeme, Ze nékteré fenomény méfit pfimo nelze a vySe uvedeny postup nelze uZit.
Jesté jeden argument svédci ve prospéch preference jednotlivych otdzek oproti
baterii otdzek. Dotaznik by kromé zahrnuti vice fenoménti mél byt tézZ pomérné
kratky (délka dotazniku ovliviiuje jak odmitnuti jeho vyplnéni, tak také vypadek
v pribéhu samotného dotazovani). Pokud budeme pro mnoho fenoménti v na-
Sem dotazniku uZivat baterie, stane se dotazovani nerealisticky dlouhym. Je proto
namisté uzit baterie (s vyse uvedenymi doporucenimi) jen pro ty fenomény, které

vvvvvv

uzit jednotlivé otdzky, pfipadné velice kratké baterie.

Ad 2) Mohu skrze EFA néco prokaizat, otestovat, ovéfit? A mohu pro stejna
data pouzit EFA i CFA, tj. mohu na stejnych datech nejdfive vytvofit teorii
a poté ji ovérit?

Velice casto se pfi posuzovani ¢lankt, ale i pfi ¢teni jiz publikovanych studiif se-
tkavame s pfedstavou, Ze explora¢ni faktorovou analyzou je mozné ovéfit skalu,
prokazat, Ze proménné tvoii jednu ¢i vice skél, apod. Obdobné neni ojedinélé,
Ze autofi na zcela stejnych datech uziji EFA i CFA. Dodejme, Ze zejména prvni
¢ast otdzky navazuje na tvrzeni, kterd se v minulosti objevovala i v mnoha uceb-

 Reliabilitu nadto neumime na rozdil od $kal ani odhadnout.
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nicich. Z pohledu dnesnich poznatk{i psychometriky a edukometrie je tento po-
stup ale nepfijatelny. Ndhledem do standardnich knih [napf. Brown 2006: 1-2;
Netemeyer, Bearden, Sharma 2003: 36] a na pozadavky mnoha Casopisti je vse
zcela jasné. Jak bylo uvedeno v exkurzu na pocéatku, explorac¢ni faktorovd ana-
lyza slouZzi k exploraci, vytvofeni pfedstavy o souvislostech mezi proménnymi
v nasich datech. Pokud chceme tuto pfedstavu ovéfit, uZijeme konfirmaéni va-
riantu faktorové analyzy. Proti uziti explora¢ni faktorové analyzy pro ovéfovani
svédciinékolik dalsich okolnosti. V rdmci exploracni faktorové analyzy je mozné
provadét riizné subjektivni volby (metody extrakce faktorti, rotacni techniky, po-
¢tu faktorti apod., srov. dale). Diky témto subjektivnim volbam je mozné ovlivnit
vysledky a dokdzat v zasadé cokoli (srov. zejména dale otazky ¢. 4 a 5). BohuZzel
bez formdlniho testu ¢i ovéfitelného kritéria, protoze témi explora¢ni faktorova
analyza na rozdil od konfirma¢ni varianty nedisponuje. Samoziejmé je namisté
uvést, Ze ziejmé nejoblibenéjsi socidlnévédni software SPSS konfirma¢ni faktoro-
vou analyzu nenabizi (explora¢ni naopak nabizi), pro vyzkumnika je tak pomeér-
né obtizné tento postup aplikovat. Lze zde doporucit napiiklad freeware JASP,
ktery je SPSS velice podobny a CFA (kromé EFA) nabizi skrze pfehledné nabidky.

Zminku si jesté zaslouZi postup, kdy pro stejnd data uZzijeme exploracni
a poté konfirmaéni faktorovou analyzu. Tento postup je nutné odmitnout v za-
kladnim rezimu, tj. na zcela stejné pfipady uplatnime EFA a CFA. I kdyz jde
z pohledu analytika o postup vice nez vhodny, protoze pokud explora¢ni analyza
naznaci vhodné feSeni, je téméf jisté, Ze jej konfirmacni postup potvrdi. To ale
neni empiricky dikaz, jde o jinou verzi tautologie. Dopliime, Ze takto ovéfeny
néstroj zpravidla nebude dobry a dalsi vyzkumy jeho fungovani nepotvrdi. M-
Zeme opét odkézat na jiz citovanou knihu DeVellise [2003: 133-135], kter4 jasné
popisuje roli explora¢ni a konfirmacni faktorové analyzy. Explora¢ni analyza md
své misto na pocatku pfi vyvoji skdly (at uz se jednd o vyvoj zcela nové skaly
nebo adaptaci stavajici uzivané skaly), konfirmacni faktorova analyza ma pak
misto pozdéji pfi jejim ovéfovani.

Doporucit 1ze ovsem postupy, kdy rozdélime nas soubor na dvé ¢asti (napf.
poloviny) a na jedné spocitdime EFA a toto feSeni ovéfime na druhé poloviné
souboru skrze CFA. Analogicky 1ze v pfipadé, Ze nas soubor je mensi, pouzivat
postupt z oblasti resamplingu, napiiklad boostrap.”” Pomérné zajimavy postup
zvolili autofi ¢lanku VIckova et al. [2019], kdy na stejnych datech provedli konfir-
maci mezindrodné uzivané baterie a kromeé toho skrze exploraé¢ni p¥istup vytvo-
fili ndrodni adaptaci mezindrodni baterie. Sice tak na stejnych datech uzili EFA
a CFA, ale nikoli sériové (nédsledné), ale paralelné (vedle sebe) se zcela odliSnym
cilem. Takovy postup je téZ vhodny a lze jej povaZovat za jeden z moZznych pfi-
kladti dobré praxe.

10" Za toto doporudeni patii podékovani anonymnimu recenzentovi ¢lanku.
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Ad 3) Jak nalozit s EFA ¢i CFA pro data, ktera nejsou kardinalni?

Obcas se pfi Cetbé textli o faktorové analyze dozvime, Ze tyto techniky jsou ur-
Ceny jen pro kardindlni proménné. To by samoziejmé p¥i extrémnim vykladu
znamenalo, Ze v socidlnich védach nebude mit faktorovéd analyza misto. Opac-
nym extrémem je Casto praxe vyzkumnikt, ktef{ uzivaji EFA ¢i CFA v zasadé
pro jakakoli data (v¢. dichotomickych), tj. bez zohlednéni charakteru dat. Ostatné
v Tabulce 1 a 2 1ze nalézt ptiklady téchto aplikaci. Oba extrémni ndzory nejsou
zcela spravné. Zkusme uvést zakladni dtivody a vSe zpfesnit. Pfed dal$im roz-
borem tfetf otdzky poznamenejme, Ze zdkladni logika vypoctu faktorové analyzy
(nerozhoduje, zda exploracni, ¢i konfirmacni) je zaloZena na tom, Ze se nejdii-
ve spocitaji korelace (¢i kovariance) mezi proménnymi a z nich se poté vypocte
feSeni faktorové analyzy. Pravé proto, Ze zdkladnim korela¢nim koeficientem je
Pearsontiv korela¢ni koeficient, pfevazuje ndzor, Ze jiné proménné nez kardinalni
se pro tyto procedury nehodi. Nadto je jesté nékdy vyzadovana normalita na-
Sich proménnych, jeji pozadavek plyne z uzivani metody maximdlni vérohod-
nosti pro odhad faktorového feSeni (zejména v konfirmaénim reZimu, neni ale
vyloucena v explora¢ni verzi, srov. Tabulku 3). Zde je namisté nékolik vysvétleni.
Pokud chceme pracovat s béZnym nastavenim faktorové analyzy (typicky zalo-
Zené na korelacich dle Pearsona), pak bychom skute¢né méli mit data kardinélni,
pfipadné delsi ordinalni stupnice (simulacni studie ukazuji, Ze jiZ cca pétibodové
stupnice se svym chovanim bliz{ kardindlnim proménnym [Rhetmulla, Brosseau-
-Liard, Savalei 2012]). Pokud ale nase data maji kratké ordinalni stupnice nebo
jsou dichotomickd, neni pouzivani Pearsonova korela¢niho koeficientu, pfipadné
odhadu skrze metodu maximalni vérohodnosti zcela vhodné. Probereme dopa-
dy, které toto pouziti miize mit. Pokud uZijeme Pearsonovu korelaci pro kratsi
ordindlni stupnice, dojde ¢asto k podhodnoceni odhadu korelace (srov. dale po-
pis tetrachorickych korelaci a pfedpokladu jejich uZiti, tj. ordindlni proménna je
vnimdna jako proménna vznikla , rozsekdnim” ptivodné kardindlni proménné).
Pokud uzijeme Pearsonovu korelaci pro ordindlni data, dobrovolné se ¢asto vzda-
vame , lepsich” vysledkt a dosahujeme vysledkti ,hor$ich”. To u EFA znamen4,
ze faktorové zatéze budou mensi, mira vysvétleného rozptylu bude mensi, pocet
faktorti bude nejspiSe vétsi nez spravny. U CFA jsou dopady obdobné s tim, ze
celkové hodnoceni modelu ¢asto vyhodnocované skrze souhrnné charakteristiky;,
jako je CFI, TLI, AGFI apod., bude svéd¢it o tom, Ze model neni vhodny, a my
Oboji dopady jsou nezddouci a zkusme tedy popsat mozné alternativy vhodné
pro rizné typy proménnych. Situaci pfehledné" shrnuje Tabulka 3.

I Bez dalsiho vykladu musime pfiznat, Ze tabulka (i kdyz vypada sloZzité) je zna¢nym
zjednodusenim. Odhadovacich technik je mnohem vice, byly tedy vybrany ty nejuzivanéj-
81, vhodné pro jednotlivé typy dat. Déle je ignorovano, Ze rtizné techniky se lépe ¢i htife
hodi pro rtizné vzorce chybéjicich dat ¢i pro rtizné slozité faktorové modely. Posledni, co
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Tabulka 3. Pfehled typu proménnych a pfislusnych koeficientti a metod odhadu

EFA a CFA

Typ proménnych Uzivany korelaéni ~ Vhodna metoda Vhodna metoda
koeficient odhadu EFA odhadu CFA

Kardinélni, dlouhé  Pearsontv PCA, PA, ML* ML*, ADF (WLS)
ordindlni stupnice
Kratsi ordinalni polychoricky PCA, PA WLS, WLSMV
stupnice
Dichotomické tetrachoricky PCA, PA WLS, WLSMV
proménné

[Zdroj:] Vlastni prehled zaloZeny na ¢ldncich Baglin [2014], Flora, Curran [2004] a knize Brown
2006].

Pozndmka: PCA — Principal Component Analysis (metoda hlavnich komponent);

PA - Principal Axis Analysis (metoda hlavnich os); ML — Maximum Likelihood (metoda
maximalni vérohodnosti); ADF (WLS) — Asymptotic Distribution Free (asymptoticka
metoda bez pfedpokladu normélniho rozdéleni); WLSMV - Diagonally Weighted Least
Squares (diagonalné vaZena metoda nejmensich ¢tverct).

* Vhodna, pokud nase proménné maji normalni rozdéleni.

Stru¢né tedy okomentujme Tabulku 3. Je z ni patrné, Ze pokud maji nase
proménné kratsi ordindlni stupnice, mame misto Pearsonovych korelaci spise
uzivat korelace polychorické, pro bindrni data pak korelace tetrachorické. Do-
dejme, Ze tyto koeficienty nejsou ceskému ¢tendfi neznamé, tetrachoricky pojed-
navé naptiklad kniha Chrasky [2006: 147]. Logika polychorického koeficientu je
nasledujici. Jeho pouziti pfedpokladd, Ze nase ordindlni stupnice vznikla (umeé-
Iym) rozdélenim spojité normalné rozdélené veli¢iny do nékolika malo kategorii.
Polychoricky korela¢ni koeficient se pak snazi o odhad vztahu ptivodnich spoji-
tych velic¢in, z nichz dle pfedpokladu vznikly nase dvé ordinadlni proménné. Za
jinak stejnych okolnosti (tj. pro stejna data, kterd navic nejsou vyrazné seSikmena)
plati, Ze polychoricky koeficient bude vyssi nez Pearsontiv korela¢ni koeficient.
Pfipomenime, Ze jeho nepouzitim se tak pfipravujeme o vysledky, které budou
,lepsi”. Dopfedu jiz ale vyslovme varovani, Ze vypocty polychorickych korelact
jsou nékdy problematické (srov. dale), a tak nelze brat doporucent pro jejich uzi-
véni zcela absolutné.

Doporucené metody odhadu pro EFA ¢ CFA, prezentované v Tabulce 1,
vychazeji z textl (pfehled literatury je pod tabulkou), které provadéji simula-

piehled v tabulce ignoruje, je existence bayesovskych odhadi, které jsou velice slibné a je-
jich vlastnosti jsou pfinejmensim srovnatelné s nejlepsimi klasickymi technikami. Nicmé-
né jejich rozsifeni v softwaru je zatim pomérné malé a znalost bayesovské statistiky nizka,
jejich zafazeni jsme tedy nepovazovali za vhodné. Zdjemce o vhled do tématu lze v ¢estiné
odkézat na ¢lanek Mazance a Dvotédkové [2017].
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ce pro rtzné typy proménnych. Vice se odhadovacim metoddm EFA vénujeme
v paté ¢asti, proto je zde ponechdme bez vykladu. Zaméfime se krdtce na srov-
nani odhadovacich technik pro CFA s ordindlnimi daty. Nékolik simula¢nich stu-
dif se snazilo zjistit, které algoritmy jsou v této situaci nejlepsi. Tym Rhetmulla,
Brosseau-Liard, Savalej [2012] uk&zal, Ze cca od drovné dichotomii do trovné
pétibodovych stupnic je kategoridlni odhadovaci algoritmus lepsi nez algorit-
mus ML, konkrétné WLSMV poskytuje lepsi odhady faktorovych zatézi i jejich
standardnich chyb. V textu tymu Rhetmully [ibid.: 371] je zejména zdtraznéno,
Ze ML neni jako odhadovaci technika vhodna pro dichotomické data. Li [2016a]
pfi porovnani ML a WLSMYV (v jeho textu oznacované jako DWLS) jasné pro-
kazal, ze WLSMYV je pro ordinalni data vhodnéjsi."* Dle vysledkt Li [2016a] m&
ML technika zejména sklon podhodnocovat hodnoty faktorovych zatézi a jeji
fungovéani v mensich souborech (v fadech stovek jednotek) ma i dalsi negativni
dopady. Li [2016b] proved]l také srovnani algoritmu WLSMYV s algoritmem ozna-
¢ovanym jako MLR, tj. metodou maximalni vérohodnosti s robustnim odhadem
standardnich chyb (tato technika se nékdy doporucuje pro nenormalné rozdé-
lené veliciny). I zde Li [ibid.] prokazal, Ze WLSMV predci algoritmus MLR, ze-
jména lépe odhaduje hodnoty faktorovych zatézi. Pomérné zajimavym vysled-
kem srovnani je téZ skutecnost, Ze MLR pro mensi soubory a nenormalné rozdé-
lené latentni proménné lépe odhaduje korelace mezi témito latentnimi promeén-
nymi pro model CFA s vice faktory® [ibid.: 947]. Ostatné tento vysledek pre-
zentoval Li uz ve svém predchozim textu [Li 2016a: 384], kde se objevuje dopo-
ruceni, aby v pfipadé, kdy vyzkumniky nezajimajf jednotlivé ¢asti CFA modelu,
ale jen souvislost (vazba) mezi faktory a nemaji software, ktery umoziuje uzit
odhad skrze WLSMYV, uzivali robustni verzi ML algoritmu (MLR). Nutno podot-
knout, Ze ale vétsinou bud software nabizi jak MLR, tak WLSMYV, nebo ani jednu
moznost. Tato rada je tedy diskutabilni. Lze ji ale aplikovat, pokud narazime na
vypocetni komplikace p#i uziti WLSMYV (srov. déle ilustraci algoritmu WLSMV).
Uvedme, Ze ndhledem do Tabulky 2 snadno zjistime, Ze publika¢ni praxe vyse
uvedenym doporucenim ne vzdy odpovida, velmi oblibeny software AMOS to-
tiz odhadovaci procedury pro kratsi stupnice nenabizi, a pfesto je v téchto si-
tuacich pro vypocty vyuzivan (naopak R v balicku lavaan ¢i Mplus tyto moZnosti
poskytuji).

Namisté je nékolik praktickych pozndmek k moznym vypoctim. I kdyz
¢tendf snadno najde vzorce pro tetrachorické ¢i polychorické korelace, nebude
ziejmé chtit tyto koeficienty ru¢né pocitat. Je tedy tfeba kratce pojednat moznos-
ti softwaru pro EFA (¢i CFA) pro rtizné typy proménnych. Za¢néme s EFA, jde
o prevladajici uziti faktorové analyzy. V SPSS (zfejmé nejuzivanéjsi platformé)
piimé procedury pro ordinalni ¢i dichotomické proménné nenajdeme (existuji

12 Li[2016a] navic ukazuje, Ze techniku ML pfed¢ii zcela jednoduchd technika nevdzenych
nejmensich ¢tvercti, oznac¢ovana jako ULS.
3 Li [2016b] ve svych simulacich uziva data se dvéma faktory.
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jejich alternativy, srov. déle). Proto mdme dvé moznosti: pouZit vice procedur
v SPSS postupné nebo uzit jiny software. Jak by tedy mél vypadat postup v SPSS:

1. Vypocet polychorickych korela¢nich koeficientr.* Vypocet je mozny bud ruc-
ni, nebo (1épe) skrze vyuziti propojeni SPSS s R® v ramci procedury Analyze-
-Correlate-Heterogenous Correlation.

2. Vysledné korela¢ni koeficienty musime vloZit do datové matice ve formé kore-
la¢ni matice (prostym nakopirovanim celé vystupni tabulky).

3. Z této korela¢ni matice skrze pfikaz (nelze pfes SPSS menu) vypocitat faktoro-
vou analyzu dle nasich pozadavkt (typicky bud PCA, nebo PA metodou).

Jinou moZnosti je uzivat software, ktery tyto postupy umi pf¥imo. Z volné do-
stupnych bude vSe umét software R, ktery ma ale komplikované ovladani skr-
ze specificky pfikazovy jazyk. Jako vhodn4 alternativa se jevi software FACTOR
[Baglin 2014], ktery méa snadné ovladani a je zdarma. Samozfejmé existuje mnoho
komer¢nich produktt, které toto zvladnou.

Pro konfirma¢ni rezim faktorové analyzy bude t¥eba uzit néktery z produk-
td, ktery umi pracovat s ordindlnimi ¢i dichotomickymi daty. Patfi mezi né ko-
meréni EQS, LISREL a jiz zminény MPlus. Zajemce o bezplatné feseni pak sdhne
nejspiSe k R (zfejmé nejlepsi je jiz zminény balicek lavaan). Zajimavou moZnosti
je ovladani R skrze freeware JASP (srov. jeho ukdzku v ¢asti ¢tvrté).!

Namisté je ovsem i nékolik praktickych varovani. Pro odhad tetrachoric-
kych koeficientli se uzivaji rizné algoritmy, a tak mohou dva vyzkumnici uzi-
vajici naptiklad dva odlisné balicky v R ziskat jiné vysledky. DalSim praktickym
problémem je vypocet tetrachorickych korela¢nich koeficientti pro mnoho pro-
ménnych. V fddu nékolika malo desitek proménnych jiz ¢asto dochdzi k tomu,
Ze vyslednd korela¢ni matice neni pozitivné definitni”, a proto neziskame feseni
naseho problému. Jako mozné feseni (plyne z opakované vlastni zkusenosti au-
tora) je zfejmé nejlepsi vyradit nékteré z polozek (typicky ty s malymi hodnotami
korelaci s ostatnimi polozkami). Existuji i vypocetni postupy, které pomdhajf ten-
to problém fesit, naptiklad jiZ zminény software FACTOR je nabizi, ale bohuzel
ani tento postup nepomtize ve vsech situacich.

1 SPSS neumi pocitat tetrachorické koeficienty, nicméné i pro dichotomie lze uzit koefici-
enty polychorické (jde totiZz o specidlni pfipad polychorického koeficientu). Dopliime, Ze
podminkou pro vypocet polychorickych koeficientt v SPSS je spravné nastaveni méficich
stupnic jednotlivych proménnych, tj. typicky je nastavime jako ordindlni.

5 Pro vyuzivani propojeni SPSS s R je tfeba doinstalovat doplnék SPSS Extension to R
(zdarma) a také pfislusnou verzi R (zdarma). VSe o tomto 1ze nalézt na webu IBM. Pfipad-
ni zajemci se mohou obréatit na autora ¢lanku v p¥ipadé potizi.

6 Implementace bali¢ku lavaan v R skrze JASP bohuZel zatim umi jen préci s kardindInimi
proménnymi (verze 14.1).

17 Jde o matematickou vlastnost korela¢ni matice a jeji napInéni znamend, Ze bude mozné
provést vypocet faktorové analyzy.
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Obdobné v ramci CFA ptisobi ¢asto vypocetni potiZe algoritmus WLSMV
uzivany pro ordindlni data. Typicky jde o situace, kdy vyuzivdme vicetiroviiové
modely CFA. Tyto modely jsou vypocetné velmi komplikované, i pfi zcela béz-
nych modelech dochazi k nemoZnosti odhadu téchto modelti. VSe si miizeme
ukdzat na analyze provedené tymem Strakovd, Simonova, Soukup [2020], ktery
zkoumal koncept akademické marnosti skrze dvoutiroviiovy model CFA. Model
akademické marnosti byl na trovni zdka (1. troven) i tfidy (2. tiroveri) konstruo-
vén jako model se tfemi faktory (marnost ve vztahu k zdkovi, ke spoluzdktim
a k uciteli) s tim, Ze faktory byly vzdjemné provazany. Faktorové zatéZe na prvni
i druhé proménné pro stejné vazby byly zafixovany na stejnou hodnotu (jde o béz-
ny postup ve vicetroviiovych CFA). Pfi vyuziti polychorickych korelaci a odha-
dovacim algoritmu WLSMYV, které zohlednily ordinalitu mé¥icich stupnic mani-
festnich proménnych (¢tyfbodové stupnice souhlasu) doslo v softwaru MPlus ke
kolapsu algoritmu s tim, Ze Sestidimenzionalni integrovani vyzaduje fadové 10°
integra¢nich bodti a na tento vypocet béZné dostupna vypocetni technika nestaci
(je zapotiebi obrovska pamét pocitace). Pro feseni této tilohy bylo mozné pouzit
alternativni postupy. Nabizi se jednak moznost bayesovskych odhadd (tém se
v ¢lanku nevénujeme) nebo uziti nékterého z odhadovacich algoritm, ktery neni
tak vypocetné ndro¢ny. V této situaci s ohledem na ptfedchozi doporuceni bylo
mozné uzit bud algoritmus WLS, nebo dle Liho [2016a: 384] robustni verzi me-
tody maximalni vérohodnosti (MLR). Pro maximdlni srovnatelnost s vysledky
jednotdroviiového modelu (zde byl uZzit algoritmus WLSMV pro nejlepsi vysti-
Zeni charakteru dat) byl zvolen algoritmus WLS, ktery jiZ vedl k ziskdni odhadt
a umoznil p¥iblizné srovnani vysledki s jednotiroviiovym modelem.

Pred opusténim rozboru typu proménnych ve faktorové analyze je vhodné
kréatce pojednat o technikéch, které jsou blizké logice EFA a jsou urceny primarné
pro ordindlni ¢i bindrni data. Zfejmé nejblizsi technikou je kategoridlni analy-
za hlavnich komponent (CATPCA), z hlediska analytickych cilti bude blizka téZ
analyza latentnich tfid ¢i slozitéjsi seskupovaci algoritmy (zejména dvoustuprio-
vé seskupovdni). Dodejme, Ze jak kategoridlni analyza hlavnich komponent, tak
dvoustupiiové seskupovani jsou pfimo dostupné v SPSS, analyza latentnich t¥id
je pak dostupnd v SPSS opét skrze propojeni s R. Slabinou téchto procedur je
pomérné vyrazny nedostatek literatury i dokumentace k samotnému SPSS. Uzi-
vatel tedy nemd podporu v mife, na kterou je zvykly z jinych technik. Nejsnazsi
je zfejmé uziti dvoustupniového seskupovani, protozZe jde o analogii k bézné uzi-
vanému hierarchickému seskupovani. Je namisté jesté upozornit na blizkost mezi
konfirmacni faktorovou analyzou a teorii odpovédi na polozku (IRT). Je zndmo
[viz napt. Brown 2006: 396-404], Ze jednodussi modely IRT (jedno- a dvoupara-
metrické) jsou pfimo prevoditelné na jednofaktorové modely konfirmacni fakto-
rové analyzy.
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Ad 4) Je pro stanoveni poctu faktora idedlni Kaiserovo pravidlo, pfipadné
Catteltv sutovy graf (scree plot)?

Néhledem do Tabulky 1 Ize zjistit, Ze v textech publikovanych na strankdch So-
ciologického ¢asopisu se bud pocet faktort nezdivodiiuje nijak (Ctyfi p¥ipady
z péti), nebo je zdlivodnén jinymi nez statistickymi kritérii.

V piipadé exploracni faktorové analyzy je pfed samotnym vypoctem kro-
mé dalSich nastaveni (metoda odhadu a rotace, viz dalsi ¢ast) stanovit i pocet
faktorti, které budou ziskany. Nejvyhodngjsi strategii je samozfejmé predchozi
znalost, kterd nds vede k pozadavku urcitého poctu faktord. Pfipomenime ale, Ze
pokud jiz mame konkrétni znalost o poctu faktor a jejich struktufe, pak bychom
méli misto EFA uzivat spiSe CFA. A otdzkou pak samoziejmé ztlistavé, jak sta-
novit vhodny pocet faktorti, pokud pfedchozi znalost nemame. Pro tyto situace
vyvinuli statistici nékolik rtiznych pravidel, z nichZ nejuzivanéjsi je Kaiserovo®™
pravidlo, pfipadné Cattelovo pravidlo odvozené ze sutového grafu (scree plot).
Na velmi ¢astou uzivanost téchto kritérii upozornuji v oblasti organiza¢niho vy-
zkumu Hayton, Allen a Scarpell [2004], kdyZ konstatuji, Ze v devadesétych letech
bylo uZito téchto pravidel zhruba v poloviné ¢lank(i ve dvou nejprestiznéjsich
¢asopisech, naopak ani jednou nebylo uZito sofistikovanéjsich postupti, o kterych
bude déle pojednano. Dodejme, Ze popsana pravidla byla odvozena v Sedeséatych
letech minulého stoleti [Kaiser 1960; Cattel 1966] a jiz tehdy byla zpochybrnovana
a byla nabizena alternativni pravidla ¢i doporuceni. Nicméné tato dvé pravidla
byla velmi jednoducha (bylo je mozné pouZit pro ru¢ni vypocty), byla implemen-
tovdna do vétsiny softwaru a jsou tak uzivdna (zpravidla bez pochybnosti) i vice
nez 50 let od svého vzniku. Dopliime, Ze obé pravidla jsou pfimo spojena s vy-
poctem faktorové analyzy (jsou zaloZena na vlastnich ¢islech korela¢ni nebo ko-
varian¢ni matice) a diky tomu byla preferovana pfi ru¢nich vypoctech (jednodu-
Se se vypocitaji). Jak prokédzaly cetné simula¢ni studie, obé nejuzivanéjsi pravidla
obvykle vedou k vice faktortim, nez je tfeba [Zwick, Velicer 1986; Pallant 2005].
Pfipomenime, Ze faktorové analyza je technika, jejimzZ cilem je nahradit vétsi po-
¢et proménnych vyrazné mensim poctem novych proménnych (faktort). Neni
pak zfejmé vhodné pro rozhodnuti o jejich poctu uZivat kritéria, kterd vedou
k vys$8§imu poctu faktorti, nez je potfebné. Kromeé tohoto problému je tfeba zminit
skutecnost, Ze interpretace sutového grafu je zna¢né subjektivni, ¢asto nevede
k jasnému urceni poctu faktorti (srov. Obrdzek 2). Jako dalsi kritérium, které je
casto uzivano, musime jesté zminit pozadavek na minimdlni celkovy vysvétleny
rozptyl. V literatufe variuje doporucovana vyse minimélniho vysvétleného roz-
ptylu od cca 50 % do 80 %. Nutno zde zdtraznit, Ze pouzit faktorové fesent, které
vysvétluje méné nez 50 % rozptylu ptivodnich proménnych je ve vétsiné situaci

8 Spravny nazev by mél znit Kaiserovo-Guttmanovo, ale na druhého autora se bézné za-
pomina.
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Obrizek 2. Pf¥ipad jednoznacného a nejednoznacéného urceni poctu faktort
ze sutového grafu
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Zdroj: Ruscio, Roche [2012: 283, obrizek 1].

diskutabilni, nicméné kritérium minimalniho vysvétleného rozptylu je nutno
brat jen jako doplnkové, prokazujici, Ze nase feSeni nenfi zcela Spatné s ohledem
na charakter nasich dat. Je tedy tfeba se zaméfit na vhodnéjsi postupy pro urceni
poctu faktori v ramci EFA. Prvni nebude ryze statisticky, poté pfedstavime dva
postupy, které vyvinuli statistici jako reakci na Kaiserovo kritérium a Catteltv
sutovy graf.

Jako prvni je vhodné uvést, ze p¥i uzivani exploracni faktorové analyzy
bychom méli vZdy dbat na vhodnost vécné interpretace, tj. zejména na jasnou
a srozumitelnou interpretaci faktort [Gavora 2012: 38]. VZdy bychom tedy méli
projit vice feSeni a zvazovat volbu takového feseni, které bude interpretacné jed-
noduché.

Nyni nahlédneme dva postupy, které vedou k uréeni doporuceného poctu
faktorti a maji lepsi vlastnosti nez Kaiserovo pravidlo ¢i sutovy graf. Jde o Veli-
certiv test MAP a tzv. paralelni analyzu. Zejména druhy uvedeny postup je stile
dostupnéjsi v softwaru a jeho uziti je velice jednoduché (de facto jde o rozsiteni
sutového grafu, pokud vyuZzijeme grafického feseni). Slabinou téchto postupti je
jejich absence v béZzné uzivanych softwarech (zejména v SPSS a SAS). Nicméné
diky nékterym pomitickdm, jak si ukdZeme déle, neni jejich uZziti obtiZné. S ohle-
dem na malou aplika¢ni rozsifenost pfedstavime tyto postupy detailnéji.

1 Nékdy je i feSeni s méné nez polovinou vysvétleného rozptylu piijatelné. Konkrétné
pujde o situace, kdy v ramci faktorového feSeni budeme mit vice proménnych, které s vét-
$inou ostatnich nesouviseji, ddle o situace, kdy mdme méfenych proménnych mnoho (de-
sitky ¢i vice) a pozadujeme jen zachyceni nékolika zdkladnich dimenzi. Dékuji za toto
upozornéni jednomu z anonymnich recenzentti ¢ldnku.
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Velicertv MAP test (Minimum Average Partial Test [Velicer 1976]) je po-
mérné sofistikovany postup. Jeho logika je zaloZena na nasledujicich vypoctech.
Nejdfive je vyuzit prvni ziskany faktor a jsou spocteny dil¢i (parcidlni) korelace
mezi proménnymi vstupujicimi do analyzy pfi kontrole prvniho faktoru. Z téch-
to dil¢ich korelaci se spocte priimérnd hodnota druhé mocniny. TotéZ se ndsledné
provede s prvnim a druhym faktorem, opét se spoctou dil¢i korelace vstupnich
proménnych a kontroluje se vliv prvniho a druhého faktoru zaroven. Postup se
opakuje tolikrat, kolik mame vstupujicich proménnych (tolik faktorti 1ze maxi-
malné ziskat). Poté se sefadi hodnoty primérii druhych mocnin dil¢ich korelac-
nich koeficient(i a pocet faktort odpovidd kroku, pro ktery byla tato hodnota
nejnizsi. Déle dle Velicera plati, Ze pokud primeérna hodnota druhé mocniny pa-
rovych korela¢nich koeficientti nasich proménnych je mensi nez piislusné hod-
noty ziskané z vyse popsanych parcidlnich koeficientti, pak nema smysl faktoro-
vou analyzu viibec provadeét.

Hornova paralelni analyza (parallel analysis [Horn 1965]) je vylepsenim
Kaiserova pravidla. Kaiser pfedpoklada, Ze pokud by naSe proménné byly zcela
nezdvislé, byla by vSechna vlastni ¢isla naseho feSeni jednotkovd, a tak md smysl
zvolit takovy pocet faktort, kolik jich md vlastni ¢islo vétsi nez jedna. Paralelni
analyza tuto myslenku modifikuje bliZze pravdé a snazi se ukézat, ze i pii uplné
nezavislosti proménnych budou (v dtsledku ptisobeni ndhody) néktera vlastni
¢isla 0 néco vyssi nez jedna a nékterd mensi neZ jedna (jejich soucet pro vSechny
potencialni faktory musi byt vzdy roven poctu proménnych vstupujicich do ana-
lyzy). Logika paralelni analyzy je nasledujici. Opakované nasimulujeme pro stej-
ny pocet proménnych, jako mame v EFA, vzdjemné nezavisle proménné a spo-
¢itdme pro né vlastni ¢isla. Z nasich simulaci (bézné v fadu tisict) pak uréime
primérnou hodnotu jednotlivych vlastnich ¢isel a také néktery jejich vyssi kvan-
til (typicky 95%). Poté srovname vlastni ¢isla z nasi analyzy s kvantily ziskanymi
z paralelni analyzy a pouZzijeme tolik faktorti, kolikrat plati, Ze nase vlastni ¢islo je
vétsi nez kvantil ziskany z paralelni analyzy. Vse je nejsnazsi ukazat na obrazku
(Obrézek 3), ktery je rozsitenim Cattelova sutového grafu, jen je zde doplnéna
mirné sestupujici linie, kterd je produktem paralelni analyzy.

Z obréazku je zfejmé, jak naloZit s vysledkem paralelni analyzy. Sledujeme
priisecik vlastnich ¢isel naSeho feSeni (z pocatku strmé padd, posléze minimal-
né, legenda oznacuje jako ,Data”) a simulovanych (mirné klesajici linie, legenda
oznacuje jako , Simulated (95th quantile)”). Doporuceny pocet faktort je dan po-
¢tem faktorti vlevo pfed priisecikem (tj. pro nds jeden faktor).

Po rozboru Velicerova MAP testu a paralelni analyzy je vhodné uvést, Ze
simula¢ni studie [Zwick, Velicer 1986; Ruscio, Roche 2011; Pearson, Mundfrom,
Piccone 2013] ukazuji, Ze tyto techniky k urceni poctu faktorti jasné vitézi nad
klasickym Kaiserovym pravidlem ¢i Cattelovym sutovym grafem bez modifikace
dle Horna. Plati, Ze paralelni analyza pfed¢i Velicertiv MAP test, jeji uziti je navic
jednodussi. Uvedme proto zédkladni moznosti, kde tyto postupy vyuzivat. Oba
postupy je mozné vyuZzit v komerénim softwaru Stata, Mplus umi téz vypocet
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Obrizek 3. Paraleln{ analyza

-o- Data
2,04 -&- Simulated (95th quantile)

Eigenvalue

0,0

Components

Zdroj: Vlastni vjpocet v softwaru JASP.

Mo

napiiklad v balicku hornpa, Velicertiv MAP test i paralelni analyza pak v balicku
paramap (autorem je déle zminény O’Connor). Pomérné slibné moznosti nabizeji
online ndstroje, pro paralelni analyzu lze doporucit webovou stranku https://
analytics.gonzaga.edu/parallelengine/.

Jako slibné 1ze hodnotit programy pfipravené pro SPSS a SAS od O’Connora
[2000]. Jde o sled ptikazi, ktery vypocte jak Veliceriiv MAP test, tak paralelni
analyzu v prostfedi SPSS nebo SAS®. Pro uzivani téchto programi je potiebnd
znalost pfikazového jazyka SPSS (resp. SAS), protoZe pro konkrétni data a poci-
tac je potfebné prikazy na nékterych mistech upravit.?! Uzivateldm SPSS nezna-
JASP?, ktery v ramci faktorové analyzy obsahuje téZ moznost vypoctu paralelni
analyzy, viz Obrazek 3). Dal$i mozZnosti je soucast softwaru ViSta® oznacovand
jako ViStaPARAN, ktera umi také skrze jednoduché klikaci rozhrani uréit pocet

2 Skripty 1ze stdhnout na adrese https://people.ok.ubc.ca/brioconn/nfactors/nfactors.
html.

2 Ceska verze piikazti pro SPSS s pokyny pro tpravu je souddsti online p¥ilohy dostupné
na https://doi.org/10.13060/ csr.2021.021.

2 JASP umi p¥imo nacitat data ve formdtu SPSS a jeho nabidky jsou velice podobné na-
bidkdm SPSS.

# Jde o freeware ur¢eny zejména pro explora¢ni analyzu dat.
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faktorti prostfednictvim paralelni analyzy [Ledesma, Valero-Mora 2007]. Je pa-
trné, Ze zejména v ramci volné dostupného softwaru je jiz nabidka dostacujici.

Na zavér doplrime, Ze nékteré zahrani¢ni ¢asopisy jiz maji striktni pozada-
vek na uziti paralelni analyzy pro uréeni poctu faktorti, Pallant [2005: 175-176]
zminuje napiiklad Educational and Psychological Measurement nebo Journal of Perso-
nality Assessment. Paralelni analyza se tak stava de facto povinnou. Je samoziejmé
diskutabilni, zda je to spravna cesta.

Dtivody k opatrnosti jsou nasledovné. Paralelni analyza je typicky v soft-
waru vyvinuta jen pro nékteré odhadovaci techniky (srov. napriklad vyse uve-
denou online aplikaci a jeji nastaveni), nejcastéji pro metodu hlavnich kompo-
nent, nékdy téZ pro hlavni osy. Pokud zvolime jinou metodu odhadu, neméme
zpravidla moznost paralelni analyzu vyuZit. Problematictéjsim rysem je situace,
kdy nase faktory jsou zavislé (jak ukaze dalsi ¢ast, je to situace zcela béznd). Pro
zkorelované faktory, jak ukazuji simulace [Caron 2019], nejsou ani paralelni ana-
Iyza, ani MAP test pfili§ dobré (nicméné stéle jsou lepsi nez Kaiserovo pravidlo
¢i Catteltiv sutovy graf). Na druhou stranu musime zminit, Ze jiné simulace pro-
kazaly [Dinno 2009], Ze paralelni analyza je dostate¢né robustni, 1ze ji tedy pouzit
bez ohledu na rozdéleni dat.
mnoho postupt, jak pocitat paralelni analyzu. Dosud jsme pfedstavili jen ,nej-
jednodussi”, zalozeny na 95% kvantilu, nicméné téchto postupti 1ze nalézt v lite-
ratufe (i softwaru) vice. Zfejmé nejdiskutovanéjsi je postup revidované paralelni
analyzy (R-PA), vyvinuté tymem vedenym Greenem [2012], a také postup navrze-
ny v ¢lanku Ruscia a Rocheho [2012], oznacovany jako comparison data method
(CD). Green se svym tymem provedl dvoji srovnani revidované a klasické para-
lelni analyzy, jedno pro spojitd data [Green et al. 2015], jedno pro dichotomické
polozky* [Green et al. 2016]. V obou pfipadech dospivaji k zavéru, Ze revidovana
verze je lepsi. Tento zavér je samoziejmé diskutabilni, protoze hodnoceni nastro-
je provadéji autofi, ktef{ jej vyvinuli. Na zdkladé této skutecnosti byly v nedév-
né dobé provedeny dalsi dvé studie, prvni Auerswaldem a Moshagenem [2019]
a druhd Limem a Jahngem [2019]. Auerswald s Moshagenem se soustfedili na
srovnani klasické paralelni analyzy a postupu CD a na svych simulovanych da-
tech konstatuji, Ze vykon obou téchto procedur je v zdsadé srovnatelny s tim, Ze
PA typicky vykazuje dobré vlastnosti pfi uréeni poctu faktort pro feseni s jednim
faktorem a pro vicefaktorova feseni s kolmymi faktory. Pro zkorelované faktory
je naopak dle studie Auerswalda s Moshagenem [2019] lepsi postup oznacovany
jako comparison data (CD). Auerswald s Moshagenem [ibid.: 486] také explicitné

# Mimo jiné upozornuji ve své studii i na skute¢nost, Ze v pfipadé dichotomickych polo-
Zek je krajné nevhodné nejen pro ziskdni faktorového feSenti, ale i pro uréeni poctu faktort
uzivat Pearsonovy korelace, a zdtraziuji vhodnost polychorickych, resp. tetrachorickych
korelaci [Green et al. 2016: 9]. Opét se tedy potvrzuje (byt z jinych nez dosud uvedenych
dtivodi1) doporuceni ohledné alternativnich korelaci pro data ordinalni povahy.
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doporucuji na zédkladé simula¢ni studie uzivat pravé 95% kvantil jako nejvhod-
néjs{ variantu paralelni analyzy.

Nové studie Lima a Jahnga [2019] reaguje na zavéry studii publikovanych
kolektivem vedenym Greenem [2012, 2015 a 2016]. Jejich zévéry do velké miry
vyvraci a ukazuje na pfednosti klasické paralelni analyzy. Alternativy ve formé
R-PA & CD byly dle této studie lepsi nez klasickd PA jen v pfipadech, kdy kore-
lace mezi faktory byly velmi silné. Autofi v zdvéru své studie doporucuji uzivat
klasickou PA. S ohledem na skute¢nost, Ze alternativni postupy jsou zatim pro
bézné uzivatele v zdsadé nedostupné, l1ze toto doporuceni podpofit i praktickymi
davody.

S ohledem na dostupnost v softwaru a dosavadni rozporuplné vysledky
publikovanych studii mtiZzeme doporucit uzivani klasické paralelni analyzy, kte-
ra se jevi jako velice dobry postup pro urceni poctu faktorti. Naopak Kaiserovo
pravidlo ¢i Cattelovo urceni poctu faktori ze sutového grafu jiz patii k prekona-
nym postuplim a jejich uziti doporucit nelze.

Ad 5) Jaké jsou vhodné postupy pro ziskani prvotniho feSeni a pro rotaci
v ramci EFA?

Paté otdzka vychdzi ze skutecnosti, Ze mezi uzivateli EFA je velice oblibena me-
toda hlavnich komponent (PCA) pro ziskani prvotniho feSeni a nasledné je uzita
kolma rotace skrze postup oznacovany jako varimax. Ostatné i Tabulka 1 tuto
informaci v ¢eském prostfedi potvrzuje. Z velice detailni zahrani¢ni pfehledové
studie Hensona a Robertse [2006] vime, Ze i v elitnich ¢asopisech (Educational and
Psychological Measurement, Journal of Educational Psychology, Personality and Indivi-
dual Differences a Psychological Assessment) neni praxe uspokojiva. Henson a Ro-
berts [ibid.: 403—405] ukazuji, Ze PCA je uzivano v 57 % jimi zkoumanych ¢lanka
(PA ve 22 %), zaroven vysvétluji, Ze hlavnim dtivodem bude skutec¢nost, Ze jde
o defaultni nastaveni ve vétsiné softwaru. U rotace vétsinou (62 % analyzovanych
¢lanki) autofi nijak nezdvodiiuiji jeji volbu, vétsSinové pak voli kolmou rotaci
varimax (52 %).” Jde obecné o jeden z nejvétsich problémiu v ramci uzivani EFA,
casto jesté v kombinaci s uzivanim EFA jako néstroje pro konfirmaci (srov. dru-
hou ¢ast textu). V EFA 1ze odhadovat parametry mnoha rliznymi metodami (¢ast
jsme jiz zminili v komentafi k Tabulce 1), nadto je vysledné feSeni mozné upravit
pro snazsi interpretaci procesem rotace. Nebudeme zde do detailu vysvétlovat
nuance jednotlivych metod odhadu, u rotace jen pfipomeneme, Ze mtize byt bud
kolma (pfedpokladame nezavislost faktorti), nebo Sikmd (ocekdvdme provéza-
nost faktorti). Zakladni popis nejcastéji pouzivanych metod odhadu v EFA nabizi
Tabulka 4.

% Dodejme, Ze v nékterych textech neni rotace uZita viibec, podil uzivani varimax 1ze tedy
odhadovat na cca 70-80 %.
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Tabulka 4. Pfehled metod odhadu EFA a jejich stru¢ny popis

Metoda Anglicky ndzev Struény popis; vyhody a nevyhody
odhadu (zkratka)
Maximdlni Maximum Hleda odhady, pro které ma nejvyssi hodnotu vé-
vérohodnost Likelihood rohodnostni funkce, vyhodou je formdlni test poctu
(ML) faktordi, nevyhodou je pfedpoklad normalniho roz-
déleni vstupujicich proménnych, vhodné pouze pro
normélné rozdélené kardinalni proménné, v praxi
tedy minimdlné pouZitelné.
Hlavni Principal Maximalizuje vysvétleny rozptyl proménnych, nej-
komponenty Components uzivanéj$i, nevyhodou mtize byt mald mira vysvét-
(PCA) leni vztahti mezi proménnymi. Vhodné i pro delsi

Hlavni osy

Nevéazené
nejmensi
Ctverce

Vazené
nejmensi
Ctverce

Alfa
faktorova
analyza

Principal Axes
(PA)

Unweighted
Least Squares
(ULS)

Generalized
Least Squares
(GLS)

Alpha
Factoring (AF)

ordindlni stupnice, pokud chceme vysvétlit co nejvice
rozptylu ptivodnich proménnych.

Obdoba PCA, jen jednicky na diagonéle nahrazuijf
hodnotu komunality (vysvétleného rozptylu jednot-
livé proménné), vysledky vétsinou obdobné PCA.
Doporucuje se uZivat misto PCA.

Obdobné jako v regresni analyze minimalizuje rozdil
mezi ¢tverci odliSnosti napozorované korela¢ni mati-
ce a faktorovou analyzou vytvofené korela¢ni matice
(bez diagonaly), nevyhodou je citlivost na velké
rozdily mezi vstupnimi korelacemi, ¢asto kvili tomu
nevhodna technika.

Postup obdobny jako ULS s tim, Ze ¢tvercové rozdily
se vazi, proménné s vyssi hodnotou komunality maji
vy$si vahu a vice versa, ¢aste¢né eliminuje nevyhody
ULS. Potencialni alternativa k PA ¢ PCA.

Odlisné od ostatnich technik, alfa faktorova analyza
pfedpokldda, Ze nase proménné jsou jen vybérem ze
vsech potencidlnich proménnych a hleda podobnosti
takto ndhodné vybranych proménnych.

Zdroj: SPSS a popis metod.

vev s

K Tabulce 4 dopliime, Ze nejuzivanéjsi metoda hlavnich komponent je v za-
sadé pfijatelnd, i kdyZ simulace ukazuji, Ze minimdlné stejné dobrych vysledki
lze dosdhnout i pfi uziti hlavnich os. Jiz vime, Ze pokud maji nase data normalni
rozdéleni, méli bychom uZzivat metodu maximdlni vérohodnosti. Obecné plati,
Ze PCA & PA by mély byt preferovany, pokud nemame zvlastni divod uzit jinou

techniku.

Nyni se budeme vénovat problému rotace. Pfipomerime, Ze hlavni motiva-
ci pro rotaci je ziskat sndze interpretovatelné feSeni. ProtoZe u rotace s pouhym
slovnim rozborem nevystacime, za¢neme motiva¢nim piikladem.
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Piiklad 1: Hodnoceni vyuky (kolm4, ¢i sikmd rotace?)

Zacneme s ptikladem na redlnych datech. VyuZzijeme data o hodnoceni vyuky na
Fakulté humanitnich studif Univerzity Tomase Bati ve Zliné* z roku 2017. Uka-
Zeme, jaké mtize mit dopady rozhodnuti o rotaci (kolmd, nebo §ikma?) v rdmci
EFA. Abychom zaroven prokazali, které ze dvou feSeni je s ohledem na strukturu
nasich dat spravné, pouzijeme doplitkové vysledky CFA.”

V rdmci hodnoceni vyuky je od studentti ziskdvdna odpovéd na deset hod-
noticich otdzek (viz Tabulka 5). Explora¢ni faktorovou analyzou bychom méli
odhalit strukturu téchto odpovédi, pfedbézné z dfiveéjsich vysledkid ocekdvame
pfitomnost dvou dimenzi (faktorti). Pro srovndni spocitdme feSeni s kolmou ro-
taci (nejcastéji uzivana varimax) a sikmou (¢asto uzivana oblimin).

Vysledky ve formé tabulky faktorovych zatézi shrnuje Tabulka 5, kde levy
panel je vénovan kolmé rotaci metodou varimax a pravy panel Sikmé rotaci me-
todou oblimin.

P#i prvotnim nédhledu na tabulku mtizeme konstatovat, Ze jak feSeni s kol-
mou rotaci, tak feSeni se Sikmou rotaci ukazuji pomérné jasné na rozdéleni pro-
ménnych do dvou faktorti, kde prvni ¢tyfi proménné tvoii druhy faktor a zby-
vajicich Sest faktor prvni. P¥i srovnani hodnot faktorovych zatézi (korelace mezi
faktory a polozkami) zjistime, Ze Sikmo rotované feSeni je celkové o néco lepsi
(zpravidla méd hodnoty zatézi vyraznéjsi). V tabulce je navic uvedena jedna diile-
zita skutecnost, a to hodnota korelace mezi faktory. U kolmé rotace jsou faktory
z definice nezavislé, nepfekvapi tedy nulova hodnota (software tuto hodnotu ne-
uvédi), u sikmé rotace je vysledkem korelovanost o hodnoté 0,5 (rozhodné tedy
nezanedbatelnd hodnota). Nyni je namisté citovat jeden z metodologicky orien-
tovanych textti v ¢asti o rotacich:

Existuja dva zakladné druhy rotdcie, ortogondlna (pravotihla) a Sikma (kosothla)...
K dispozicii st rotacie varimax, quatrimax®, orthomax, equamax, promax, centroid-
né atd. Nikektoré maju viaceré pojmenovania. Existuje ¢ula diskdsia na tému, ktora
rotdcia je najvhodnejsia pre dany vyskum. Nepriniesla v8ak jednoznaé¢né rieSenie.
Renomovany metodolég F. N. Kerlinger (1972, s. 646) diskusiu uzavrel lapidarnym
vyrokom — druh rotacie je otdzkou vkusu. Vo vSeobecnosti sa najcastejsie pouZziva
rotdcia varimax, ktord je ortogondlna. [Gavora 2012: 39]

Zejména posledni dvé véty jsou zna¢né diskutabilni, tj. rotace je véci vkusu a dob-
rym vkusem je rotovat kolmo metodou varimax. Dnes (rok 2021) musime zejmé-

% Dékuji timto dr. Kalendovi, prorektorovi UTB pro studium, za jejich laskavé zaptjceni.
7 Tim se (z&mérn&) dopustime praktiky, kterd byla ukazéna jako nevhodnd v &asti 2. Cini-
me tak védomé, abychom mohli ukédzat na problemati¢nost kolmé rotace.

# Zde je ziejmé v origindle pfeklep, sprdvné oznaceni je quartimax.
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Tabulka 5. Faktorové zatéze pro kolmou (varimax) a Sikmou (oblimin) rotaci dat

z hodnoceni vyuky na FHS UTB

Kolmo (varimax)

Sikmo (oblimin)

r=0 r=05
1 2 1 2
Byl/a vyucujici na vyuku pfipraven/a? 0,041
Vysvétloval/a vyucujici uéivo jasné
oo 0,455

a srozumitelné?
Objastioval/a vyucujici studenttim to, co jim

S 0,424
nebylo jasné?
Pﬁsobilv/ a vyucujici jako 0(.:1bornﬂ< 0,249
na vyucovanou problematiku?
Vy\coléval/ a Vyuéujicivu stuvdentﬁ zédjem 0,690 0,329 0,689 0132
o ucivo a o samotny pfedmét?
Urr_loivﬁoval./ a Vyu?ujici studenttim 0,626 0,116 0,674 0,082
vyjadfovat jejich nazory a diskutovat?
Doporucil/a (poskytl/a) vyucujici
studentim vhodné studijni materialy? W57 0172 o 0,031
Meél pfedmét jasnou a ucelenou koncepci? 0,573 0,494 0514  -0,353
Byly jasné definovény pozadavky 057 0135 0610 0044
pro tspésné zakonceni predmétu?
Obohatil Vas pfedmét o nové znalosti, 0,658 0,298 0,662 0,108

dovednosti, postoje?

Zdroj: Vlastni vypocty z dat hodnocent vijuky na FHS UTB, N = 4 240.

na odmitnout odkaz na Kerlingera (kniha byla vyddna v USA poprvé v roce 1964)

jako autoritu v oblasti faktorové analyzy.® K vyvraceni uvedeného citatu 1ze uzit
soucasné ucebnice nebo nékteré ¢lanky [Costello, Osborne 2005]. Ostatné Osbor-
ne [2015: 6] pfimo vyvraci tvrzeni o vhodnosti kolmé rotace, protoZe Sikma rotace

je obecnéjsi feseni (obsahuje v sobé i feseni kolmé, pokud ziskdme r = 0%°).

Po naznaku, Ze bychom méli vzdy uZit Sikmou rotaci, pfipadné Sikmou
a kolmou a jejich feSeni srovnat, se vénujme dale nasemu piikladu. Abychom
zjistili, zda je pro nase data ptiléhavy model s kolmou, ¢i sikmou rotaci (nezavis-

¥ Kerlingerovu vétu z roku 1964 lze pochopit. Tehdejsi vypocet byl provadén ru¢né, bylo
tak vhodné uZit co nejjednodussi postup, tim byla typicky kolma rotace. V dobé dnesni

vypocetni techniky je ale takovy pfistup jiZ velmi zastaraly.

% To bude ale v praxi zpravidla nemozné, perfektni nekorelovanost je myticka.
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Obrizek 4. Konfirmacni faktorova analyza pro dva nezavislé a zavislé faktory pro data
z hodnoceni vyuky na FHS UTB

NEZAVISLE ZAVISLE
Chi-square = 3 497,128 (35 df) Chi-square = 755,142 (34 df)
p =0,000 p =0,000
0,37 0,34
pripr pripr
0,55 0,59
Sroz Sroz
0,57 0,54
Vysv vysv
0,39 0,40
odbor odbor
0,53 0,52
zajem zajem
0,23 0,24
nazor nazor
0,32 0,31
mater mater
0,50 0,53
konc konc
0,22 0,22
pozad pozad
0,48 0,45
oboh oboh
AGFI =0,82 AGFI = 0,94
TLI=0,67 TLI=0,93
RMSEA = 0,15 RMSEA = 0,07

Zdroj: Vlastni vijpocty z dat hodnoceni vijuky na FHS UTB, N = 4 240.

lymi, ¢i zavislymi faktory), zkusime pro stejnd data uzit konfirmacni faktorovou
analyzu.” Vysledky nabizi Obrazek 4.

Pokud nahlédneme vysledky obou feseni, pak je zavér jasny. Pfedstava ne-
zavislosti faktord je neudrzitelnd. Hodnoty kritérif uzivanych pro vyhodnoceni

3 Znovu upozornujeme na skute¢nost, Ze toto je obecné nevhodna praxe, pro zcela stejnd
data EFA a CFA nepouzivame, jak jsme rozebrali ve druhé ¢asti ¢lanku.
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CFA jsou vyrazné mimo doporucované meze [Kline 2011: 206-208], naopak fe-
Seni s provazanymi faktory je pfijatelné, hodnoty AGFI, resp. TLI jsou vysoké
a hodnota RMSEA je naopak pfijatelné nizka. Nadto vypoctena korelace mezi
faktory je tictyhodnych 0,87. Ignorovani této souvislosti by bylo vyraznou vécnou
chybou. Zde tedy mtiZeme pfedbéZné uzaviit odpovéd na otdzku ohledné rotaci
v EFA. Vhodny postup je jeden ze dvou néasledujicich. Bud' provedu jen nékterou ze
Sikmyjch rotact, a jen pokud mi korelace mezi faktory vyjde zanedbatelnd, pouZiji jako vy-
slednou nékterou z kolmyjch rotaci. Nebo zdroveti vypoctu jak kolmo, tak Sikmo rotované
tesent a dle hodnoty korelace u Stkmého teSent se rozhodnu, které pouZiji. Pokud bude
korelace zanedbatelnd, preferuji kolmou rotaci, v opa¢ném piipadé (téméf vzdy)
rotaci §ikmou. Pokud tyto postupy neuzivame, dostaneme se do velice zvlastnich
situaci, s nimiz se 1ze sezndmit napiiklad v ¢lanku Majerc¢ikové s Gavorou [2013],
pripadné opét v monografii Gavory [2012: 78-81]. V posledni uvedené publikaci
je ziskdno pét faktort (nejspisSe skrze kolmou rotaci*?). Nésledné jsou vytvore-
ny dimenze zaloZené na feseni EFA (zfejmé souctem polozek s vysokou korela-
ci s pfislusnym faktorem®). A pro tyto dimenze jsou spocteny korelace [Gavora
2012: 81], kde je nejvyssi hodnota 0,77 a nejnizsi 0,12. Hodnoty korelaci jsou poté
uzity dle slov autora ke konstruktové validizaci dotazniku. Uvedeny postup je
nutno jasné odmitnout.* Pokud jiz dopfedu vime, Ze faktory jsou provdzané,
musime uZit Sikmou rotaci, kterd ndm nadto miru provazanosti ukaze. Pokud to
neudélame, budujeme vnitiné rozporny analyticky systém.

Zavéretné shrnuti (schéma doporuceného postupu)

V textu jsme pojednali odpovédi na nékolik otdzek vztahujicich se k faktoro-
vé analyze. Vycet, jak uvedeme detailnéji dale, nebyl zcela jisté vycerpavajici.
Nicméné i tak bylo poddano mnoho informaci oddélené skrze odpovédi na jednot-
livé otazky. Po této analyze by méla nasledovat syntéza. Proto se pokusime vétsi-
nu obsahu ¢lanku vyjadfit do dvou schémat dopInénych kratkym doprovodnym
textem. Pevné véfime, Ze schémata ¢tendfi pomohou pfi samostatné analyze dat
a Ze je nadto bude mozné (s ptipadnymi zjednodusenimi) uzivat ve vyuce pokro-
¢ilych statistickych technik.®

Jak vyplyva ze Schémat 1 a 2, jako prvni rozhodnuti je tfeba zvolit mezi
EFA a CFA, toto rozhodnuti provadime dle faze, ve které se nachdzime. P¥i tvorbé

%2 Bohuzel v textu samotném neni nic uvedeno.

3 Opét bohuZzel neni uvedeno, jaky byl postup.

* Jako nejproblemati¢téjsi 1ze vnimat, Ze cely piiklad (a obdobné dalsi v monografii) jsou
v Casti, kterd nese nazev pfiklady dobré praxe. BohuZzel o dobrou praxi jit nemtiZe, neni
dostate¢né dokumentovan postup a nadto miniméalné ¢ast postupu je chybnd (v rozporu
se soucasnymi poznatky).

¥ Je zfejmé, Ze schematizaci se zavadi jisté zjednoduSeni, nicméné bez néj nelze jakédkoli
doporuceni vilbec uvadét.
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Schéma 1. Postup p¥i uzZivani faktorové analyzy (rozhodnuti mezi EFA a CFA vietné
zéakladnich postuptt CFA)

Mém uz dopredu hypotézy
o faktorové struktute?

ANO NE
provadime CFA provadime CFA
(POKRACUJEME
SCHEMATEM 2)

ORDINALNI proménné

KARDINALNI promenné nebo dichotomické

uzij odhad ML (normalita) - :
nebo ADF/WLS - Orilel;aa(;i \/‘\/]\QLSSMV

(nenormalita)

Schéma 2. Postup p¥i uzivani EFA

Mém uz dopfedu informaci o po¢tu faktorti?

Ano — pouziji tento pocet Ne — pouZiji paralelni analyzu nebo MAP test

4

Jaky je typ mych proménnych?

Kardinalni norm. rozdélené Kardinalni bez normality Ordindlni ¢i dichotomie
uzijeme Pearsonovu korelaci uzijeme Pearsonovu korelaci uzijeme polychorické korelace
a ML extrakei a extrakci PA a PCA a extrakei PA ¢ PCA

Mam na zédkladé ptedchozich zjisténi pouze jeden faktor?

ANO NE
rotace je nepotfebna rotace bude nejspiSe nepotfebna

A 4

Vim, zda jsou faktory nezavislé?

ANO NE

Pouziji kolmou rotaci Pouziji Sikmou rotaci, a jen pokud korelace mezi
faktory je mald, pfejdu ke kolmé
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skély uzivame EFA, pfi jejim ovéfovani CFA. Dalsi postup je pak zavisly na tom,
jakého typu jsou proménné, pokud méme razné typy proménnych® (pro EFA
¢i CFA velmi fidké), déle na tom, jaky je nejnizsi kvalitativni typ proménnych
(nejvyse stoji kardindlni normdlné rozdélené proménné, nejnize dichotomie). Dle
typu proménnych volime typ korelaci a odhadovaci techniky (jiné volby provadi-
me u CFA, viz Schéma 1, a jiné u EFA, viz Schéma 2). U EFA musime téZ vyfesit
pocet faktorti, pokud nemédme informace pfedem, je vhodné volit postupy, které
funguji nejlépe, tj. paralelni analyzu nebo MAP test. Pokud mame v EFA vice neZ
faktory vzajemné nezévislé, volime jako prvni rotaci Sikmou a dle jejiho vysledku
(ukazuje nekorelovanost faktortt), mtizeme pfejit k rotaci kolmé. Alternativné l1ze
spocitat najednou rotaci Sikmou a kolmou. Pokud jsou jejich vysledky srovna-
telné, mhiZeme pro interpretaci vyuzit kolmou rotaci, v opacném ptipadé vzdy
sikmou.

Nékolik poznamek zavérem

vvvvvv

Cilem ¢lanku bylo upozornit na nékteré sloZitéjsi postupy ve faktorové analyze,
zejména v explora¢ni verzi, a ukdzat na praxi, kterd odpovidd soudobym po-
znatktim. Ctenéf se tak mohl sezndmit s postupy pro ordindlni ¢ dichotomicka
data, s rtiznymi moZznostmi stanoveni poctu faktorti a odhadu faktorti a jejich
rotace. Ve bylo shrnuto ve Schématech 1 a 2. Nyni je tieba jesté nékolik dopInéni
a také upozornéni na limity pfedlozeného ¢lanku.

Pfedné musime upozornit, Ze poznatky v tomto ¢lanku mohou zastarat,
nebudou tedy platné navzdy. Déle je nutno pfiznat, zZe ¢lanek neobsahuje tplny
vycet potencidlnich otdzek a odpovédi, mnohé tak zlistdvd nezodpovézeno. Sa-
moziejmeé tyto mezery mohou zaplnit dalsi texty od jinych autorti. Nezbyva neZ
doufat, Ze se tak brzy stane. Zcela jisté si zaslouzi pozornost téma stanoveni ve-
likosti vybérového souboru pro faktorovou analyzu. Jde o téma, které by vydalo
na samostatnou monografii. Zde jen kratce uvedme, zZe doporuceni typu, Ze 100
¢i 200 respondentti je vhodny pocet, je zavadéjici, nicméné je obsazeno i v kla-
sickych textech [srov. napf. Gorschuch 1983]. Nutno dodat, Ze snad pro Zadnou
jinou techniku neexistuje tak bohatd $kala rtiznych jednoduchych doporuceni,
vesmés Spatnych. Zékladni solidnéjsi pouceni miize nalézt ¢tenaf v ¢lanku Sou-
kupa a Kocvarové [2016: 526], velice solidni pfehledy nabizi MacCallum et al.
[1999] nebo Mundfrom, Shaw a Lu Ke [2005]. Jako idedlni postup 1ze doporucit
stanoveni velikosti vybéru simula¢nimi postupy ve specidlnim softwaru vzdy
pred provedenim naseho vyzkumu, nékteré ¢asopisy jiz tuto praxi pozaduji jako
publikac¢ni standard.

% Tedy situace, kdy nékteré nase proménné jsou napiiklad kardinalni a jiné kratké ordi-
nalni stupnice ¢i dichotomickeé.
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Na druhou stranu je nutno zminit zajimavé studie, které se snazi ukazat, Ze
is velice malymi vybeéry lze uzivat faktorovou analyzu [Winter, Dodou, Wieringa
2009], nejslibnéjsi jsou zde jiz zminéné postupy vyuZivajici bayesovsky piistup.

Musime zminit téz aplika¢ni aspekt spojeny s tématy pojedndvanymi v tex-
tu. Na mnoha mistech jsme narazili na skutecnost, Ze bézné uzivany software
(zejména SPSS) neobsahuje procedury, které odpovidaji novéjsim poznatkiim.
Lze ocekavat, Ze tyto mezery se brzo zaceli jak vyvojem softwaru, tak i novymi
moznostmi. Jako velice slibné se jevi propojeni SPSS s R, velice slibna jsou téz on-
line prostfedi pro vypocty zaloZené na R (tzv. shiny prostfedi), rozvijejici se volné
Sifitelny software se snadnym ovlddanim (zejména zminény JASP). Je zfejmé, Ze
vyzkumnici se majf na co tésit, vyvoj je zejména v posledni dobé velice rychly.

PETR Soukur je sociolog a statistik. Piisobi na Fakulté socidlnich véd Univerzity Karlovy,
zamétuje se na pokrocilé techniky analyzy kvantitationich dat, badatelsky se orientuje na
sociologii vzdéldni.
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